1. Introduction

The discovery of confined traveling waves in convection in binary fluids [Heinrichs et al., 1987; Kolodner et al., 1987; Kolodner et al., 1988; Niemela et al., 1990; Moses et al., 1987] has been a motivation for theoretical work on localized solutions of amplitude equations [Afanasev et al., 1996; Akhmediev et al., 1996; Deissler & Brand, 1990, 1994, 1995; Fauve & Thual, 1990; Hakim & Pomeau, 1991; Malomed & Nepomnyashchy, 1990; Marcq et al., 1994; Soto-Crespo et al., 1997; Thual & Fauve, 1988; van Saarloos & Hohenberg, 1990; van Saarloos & Hohenberg, 1992]. Nevertheless most of this work has been devoted to numerical analysis. The aim of this article is to give an analytical approach to the study of stationary localized solutions in the subcritical complex Ginzburg–Landau equation.

When the equilibrium state of an extended system loses stability through a subcritical Hopf bifurcation it is described near threshold by its normal form [Elphick et al., 1987] which is the quintic Ginzburg–Landau equation with complex coefficients for a complex amplitude \( A(x, t) \):

\[
\partial_t A = \bar{\mu}A + (\beta_r + i\beta_i)|A|^2A + (\gamma_r + i\gamma_i)|A|^4A + (D_r + iD_i)\partial_{xx}A.
\]  

2. Stationary Localized Solutions

We look for localized solutions making the Ansatz

\[
A = R_0(x) \exp\{i(\Omega t + \theta_0(x))\},
\]

where \( \Omega \) is an unknown parameter. Replacing (2) in (1) we obtain

\[
0 = \bar{\mu}R_0 + \beta_r R_0^3 + \gamma_r R_0^5 + D_r(R_{0xx} - R_0 \theta_{0xx}^2) - D_i(2R_{0x} \theta_{0x} + R_0 \theta_{0xx})
\]
and
\[ \Omega R_0 = \beta_1 R_0^3 + \gamma_1 R_0^5 + D_r(2R_0 \theta_{0x} + R_0 \theta_{0xx}) + D_i(R_{0xx} - R_0 \theta_{0x}^2), \]
(4)
where the indices \( x \) stand for derivatives with respect to the variable \( x \).

After some simple algebra these equations can be written in the form
\[ 0 = \mu_+ R_0 + \beta_+ R_0^3 + \gamma_+ R_0^5 + R_{0xx} - R_0 \theta_{0x}^2, \]
(5)
and
\[ \mu_- R_0 = \beta_- R_0^3 + \gamma_- R_0^5 + 2R_{0x} \theta_{0x} + R_0 \theta_{0xx}, \]
(6)
where
\[ \mu_+ = \frac{D_r \beta_r - D_i \beta_i}{|D|^2}; \quad \beta_+ = \frac{D_r \beta_r + D_i \beta_i}{|D|^2}; \]
(7)
\[ \gamma_+ = \frac{D_r \gamma_r + D_i \gamma_i}{|D|^2}; \]
\[ \mu_- = \frac{D_i \beta_r + D_r \beta_i}{|D|^2}; \quad \beta_- = \frac{D_r \beta_i - D_i \beta_r}{|D|^2}; \]
(8)
\[ \gamma_- = \frac{D_r \gamma_i - D_i \gamma_r}{|D|^2}; \]
and \( |D|^2 = D_r^2 + D_i^2 \). We remark that (5) and (6) have the same form as the equations obtained with a similar Ansatz from (1) when dispersive effects are neglected, i.e. \( D_i = 0 \). We have studied these equations in [Descalzi et al., 2002] and we can see that the only effect of putting \( D_i \neq 0 \) is to renormalize the coefficients which take here the values given by (7) and (8). In order to solve approximately (5) and (6) we use then the same strategy which consists in dividing the \( x \) axis into a core region \( \mathcal{R}_1 \) and a region \( \mathcal{R}_2 \) outside the core of the pulse. In \( \mathcal{R}_1 \) we approximate the functions \( R_0(x) \) and \( \theta_{0x} \) by their first terms in a Taylor expansion writing
\[ R_0(x) = R_m - \varepsilon x^2, \quad \theta_{0x} = -\alpha x, \]
(9)
where \( (\varepsilon, \alpha, \Omega) \) are unknown quantities. Replacing (9) in (5) and (6) we obtain \( \varepsilon \) and \( \alpha \) in terms of \( (\Omega, R_m) \) and the parameters of (1) [see (7) and (8)]. One has
\[ \varepsilon = \frac{1}{2}(\mu_+ R_m + \beta_+ R_m^3 + \gamma_+ R_m^5), \]
(10)
\[ \alpha = \beta_- R_m^2 + \gamma_- R_m^4 - \mu_. \]
(11)
We see in (9) that in the core \( \mathcal{R}_1 \) we are approximating the modulus of the pulse by a parabola with a maximum \( R_m \) and \( \theta_{0x} = d\theta_0/dx \) by a straight line with slope \( \alpha \). Outside the core, in the region \( \mathcal{R}_2 \), we approximate the phase \( \theta_{0x}(x) \) putting \( \theta_{0x}(x) = p \) for \( x < 0 \) and \( \theta_{0x}(x) = -p \) for \( x > 0 \). Assuming that \( R_0(x) \) vanishes exponentially for \( |x| \to \infty \) we obtain asymptotically for \( x \to \infty \) that Eqs. (5) and (6) reduce to
\[ -2R_{0x}p = \mu_- R_0, \quad R_{0xx} = R_0(-\mu_+ + p^2). \]
(12)
The second equation gives
\[ R_0(x) = C \exp\{-\sqrt{-\mu_+ + p^2 x^2}\}, \]
then \( R_{0x}/R_0 = -\sqrt{-\mu_+ + p^2} \) for big \( x \) and from the first equation we obtain
\[ \mu_- = 2p\sqrt{-\mu_+ + p^2}. \]
(13)
From this expression we can obtain \( \Omega \) in terms of \( p \):
\[ \Omega = \frac{1}{D_r^2}(-D_i(\mu D_r - 2p^2|D|^2) \right. \]
\[ \left.+ 2p|D|^2 \sqrt{-\mu D_r - p^2|D|^2}\right). \]
(14)
In fact we can integrate explicitly Eq. (5) in \( \mathcal{R}_2 \) putting \( \theta_{0x}^2 = p^2 \). The result is
\[ R_0(x) = \frac{2b_t^2 \exp\{\sqrt{-\mu_+ + p^2(|x|+x_0)}\}}{\sqrt{\left(\exp\{2\sqrt{-\mu_+ + p^2(|x|+x_0)}\} + \frac{a}{\sqrt{b}}\right)^2 - 4}}, \]
(15)
where \( a = -3\beta_+/2\gamma_+ \), \( b = -3(-\mu_+ + p^2)/\gamma_+ \) and \( x_0 \) is a constant to be determined. We remark that at this point we know the parameters \( (\varepsilon, \alpha, \Omega) \) as functions of \( (R_m, p) \) through Eqs. (10), (11) and (14). The next step is to match \( R_0(x) \) in regions \( \mathcal{R}_1 \) and \( \mathcal{R}_2 \). This is done at the point \( (x_*, r_c) \equiv (-p/\alpha, R_m - \varepsilon x_0^2) \) which has an obvious geometrical interpretation: \( r_c \) is the value of \( R_0(x) \) at the matching point \( x_*= -(p/\alpha) \) which is such that
\[ \theta_{0x} = p \quad (x < x_*), \quad \theta_{0x} = -p \quad (x > x_*); \]
\[ \theta_{0x} = -\alpha x, \quad x \in \left[-\frac{p}{\alpha}, \frac{p}{\alpha}\right]. \]
(16)
Using (15) we obtain
\[ u^2 = -\left(\frac{a}{\sqrt{b}} - \frac{2\sqrt{b}}{r_c^2}\right) + \left(\frac{a}{\sqrt{b}} - \frac{2\sqrt{b}}{r_c^2}\right)^2 - \left(\frac{a^2}{b} - 4\right). \]
(17)
where \( u_* = \exp \left\{ -\sqrt{-\mu_+ + p^2} (x_* - x_0) \right\} \). Then:
\[
x_0 = x_* + \frac{\ln u_*}{\sqrt{-\mu_+ + p^2}}.
\]
\[\text{(18)}\]

After using the expressions (10) and (11) for \( \varepsilon \) and \( \alpha \), the last two Eqs. (17) and (18) determine \( x_0 \) in terms of \((R_m, p)\). We match now the derivative \( dR_0(x)/dx \) at the same point \( x_* \).

From \( R_0(x) \) outside the core in region \( \mathcal{R}_2 \) [see (15)] we obtain
\[
\left( \frac{dR_0(x)}{dx} \right)_{x = x_* - 0} = -\sqrt{-\mu_+ + p^2} \left( r_c - \frac{r_c^3}{2\sqrt{b}} \right).
\]
\[\text{(19)}\]

Inside the core the derivative is calculated from (9) and one has
\[
\left( \frac{dR_0(x)}{dx} \right)_{x = x_* + 0} = -2\varepsilon x_*.
\]
\[\text{(20)}\]

Equalizing (19) and (20) we get the relation
\[
f(R_m, p) \equiv \sqrt{-\frac{\gamma_+}{3}} r_c \sqrt{r_c^2 - ar_c^2 + b} + 2\varepsilon x_* = 0.
\]
\[\text{(21)}\]

A second relation between \( R_m \) and \( p \) is obtained by multiplying Eq. (6) by \( R_0(x) \) and integrating on the real axis. Since \( R_0(x) \) is a symmetric function the result can be written as
\[
g(R_m, p) \equiv \mu_- - \beta \int_{-\infty}^{0} \frac{R_0^4 dx}{R_0^6} - \gamma \int_{-\infty}^{0} \frac{R_0^6 dx}{R_0^4} = 0.
\]
\[\text{(22)}\]

All the integrals in (22) can be calculated and one obtains
\[
\int_{-\infty}^{0} R_0^2 dx = \frac{1}{2} \sqrt{\frac{3}{\gamma_+}} \ln \left| \frac{a + \sqrt{b}(u_*^2 + 2)}{a + \sqrt{b}(u_*^2 - 2)} \right| - R_m^2 x_* + \frac{2}{3} R_m \varepsilon x_*^3.
\]
\[\text{(23)}\]
\[
\int_{-\infty}^{0} R_0^4 dx = \frac{3}{\gamma_+} \left( a^2 - 4b \right) \sqrt{b + abu_*^2} + a \frac{3}{4} \sqrt{\frac{3}{\gamma_+}} \ln \left| \frac{a + \sqrt{b}(u_*^2 + 2)}{a + \sqrt{b}(u_*^2 - 2)} \right| - R_m^4 x_* + \frac{4}{3} R_m^3 \varepsilon x_*^3.
\]
\[\text{(24)}\]

\[
\int_{-\infty}^{0} R_0^6 dx = \frac{\gamma_+}{16(-4b + (a + \sqrt{b}u_*^2))^2} \left( -12a\sqrt{b}(a^2 - 4b)^2 - 4bu_*^2(a^2 - 4b)(9a^2 + 4b) - 12a(3a^2 - 4b)b^2 u_*^4 + 4b^2(-3a^2 + 4b)u_*^6 + (3a^2 - 4b)(-4b + (a + \sqrt{b}u_*^2))^2 \ln \left| \frac{a + \sqrt{b}(u_*^2 + 2)}{a + \sqrt{b}(u_*^2 - 2)} \right| \right) - R_m^6 x_* + 2R_m^5 \varepsilon x_*^3.
\]
\[\text{(25)}\]

3. Saddle-Node Bifurcation

In order to see that the appearance of pulses in the complex Ginzburg–Landau equation is related to a saddle-node bifurcation we shall study in the two dimensional space \((R_m, p)\) the intersections of the two curves \( f(R_m, p) = 0 \) and \( g(R_m, p) = 0 \) [see Eqs. (21) and (22)]. We scale first time, space and the amplitude \( A \) in (1) putting \( t = \sigma t', x = \lambda x', A(x, t) = \nu A'(x', t') \). In our case \( \beta_r > 0 \), \( D_r > 0 \), \( \gamma_r < 0 \) (we want coexistence of homogeneous attractors), and choosing \( \nu = \sqrt{\beta_r/|\gamma_r|} \), \( \sigma = |\gamma_r|/\beta_r^2 \), \( \lambda = \sqrt{D_r/|\gamma_r|/\beta_r} \), Eq. (1) becomes (omitting the primes)
\[
\partial_t A = \mu A + (1 + i\beta)|A|^2 A - (1 + i\gamma)|A|^4 A + (1 + i\alpha)\partial_{xx} A,
\]
\[\text{(26)}\]

with \( \mu = \tilde{\mu}(|\gamma_r|/\beta_r^2) \), \( \alpha = D_l/D_r \), \( \beta = \beta_i/\beta_r \), \( \gamma = \gamma_i/\gamma_r \). We fix now \( \beta = 0.2 \), \( \gamma = -0.15 \), \( \alpha = -0.1 \), and study Eq. (26) varying \( \mu \). For
\( \mu = \mu_{c1} = -0.16776 \) the curves \( f(R_m, p) = 0 \) (continuous line) and \( g(R_m, p) = 0 \) (dashed line) cut tangently giving origin to a saddle-node bifurcation [Fig. 1(a)]. Above \( \mu_{c1} \) these curves cut at two points giving origin to a pair of pulses [Fig. 1(b)]. One of them stable and the other one unstable.

Under \( \mu = \mu_{c2} = -0.118 \) the intersection of the curves \( f(R_m, p) = 0 \) and \( g(R_m, p) = 0 \) still predicts
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(a) For \( \mu = \mu_{c1} = -0.16776 \) the curves \( f = g = 0 \) cut tangently. (b) For \( \mu = -0.167 > \mu_{c1} \) the curves \( f = g = 0 \) cut at two points.
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(a) For \( \mu = \mu_{c2} = -0.118 \) the intersection between the curves \( f = g = 0 \) predicts an unstable pulse. (b) The intersection predicting a stable pulse.
Fig. 3. (a) For $\mu = -0.117 > \mu_c$ the intersection between the curves $f = g = 0$ predicts an unstable pulse. (b) The curves $f = g = 0$ do not intersect forbidding the existence of a stable pulse.

The existence of two pulses. In Fig. 2(a) the intersection predicts one unstable pulse and in Fig. 2(b) one stable pulse.

Above $\mu = \mu_c = -0.118$ Fig. 3 shows that there still exist an intersection between the curves $f = g = 0$ predicting an unstable pulse [Fig. 3(a)], but one does not get an intersection corresponding to the stable pulse [Fig. 3(b)].

In Fig. 4 we see explicitly the character of the saddle-node bifurcation. We computed $\Omega$ as a function of $\mu$ using the expression given by (14) (thick continuous line stands for stable pulses and thick dashed line stands for unstable pulses) and we compare with the curve obtained using the bifurcation software auto 2000 [Doedel et al., 1991] (thin continuous line). The software shows that near $\mu = -0.168$ and $\mu = -0.11$ the system undergoes a saddle-node bifurcation. Both critical values of $\mu$ are in very well agreement with the theoretical predicted values for $\mu_{c1}$ and $\mu_{c2}$. Moreover both curves show that the branch corresponding to the unstable pulses persists up to $\mu = 0$.

A direct numerical simulation of Eq. (26), with parameters $\mu = -0.13$, $\beta = 0.2$, $\gamma = -0.15$, $\alpha = -0.1$ has been carried out. Owing to the fact that the curves $f(R_m, p) = 0$ and $g(R_m, p) = 0$ cut at two points, namely, $p = 0.08072$; $R_m = 0.537686$ and $p = 0.262542$; $R_m = 0.90928$, we predict two pulses. In Fig. 5(a) we show the shapes of the pulses obtained with our analytical approach. The continuous line corresponds to the stable pulse and the dashed line to the unstable one. The pulse
obtained from the direct numerical simulation is drawn with the punctured line. The values of $R_m$ and the asymptotical value of the phase gradient agree within 1% of our analytical approach. In Fig. 5(b) we show the gradient of the phase for the three above mentioned cases.
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